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SECTION I

PROJECT OVERVIEW

1.1 NEEDS IN COMPUTER-AIDED CONTROL SYSTEM DESIGN (CASD)

The high performance requirements and complexity of modern weapons,

engines, and chemical processes have made it necessary to use sophisticated

control logic. In addition, systems must operate efficiently over a wide

range of conditions, providing the incentive to develop an

"intelligent/adaptive" feedback controller. The controller must be able to

implement in real-time and on-line most design functions now performed off-

line by the control engineer. To realize this aim, both a theory of

stability and performance of such inherently nonlinear controls is

essential. It must also be possible to implement such complex control laws

*in the laboratory for rapid testing evaluation, and tuning. Recent

advances in semiconductor technology and architectures have made it

practical to rapidly achieve such implementation.

Two principal capabilities are needed for rapid development and

testing of control laws:

(1) a user-friendly control design computer-aided-engineering (CAE)
software package for development and validation of control laws
using simulation models, and

(2) a real-time hardware system which can automatically implement
control laws designed by the CAE software package. No real-time
programming should be necessary.

Unfortunately, a user-friendly software system which can work in

conjunction with a compatible real-time processor is currently not

available. Typically, practical synthesis is limited to a trial and error

time consuming procedure. With the help of an interactive software system

that integrates adaptive/ nonlinear control design procedures and real-time

processor implementation, the overall set-up time in the control design

cycle can be reduced significantly.
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The objective of this Phase I activity is to define a hardware and

software real-time system with capability to demonstrate successful

* nonlinear and adaptive control for aerospace systems in laboratory hardware-

* in-the-loop testing. The Phase I study has established the usefulness and

feasibility of developing an integrated CACSD system.

1.2 SUMMARY OF PHASE I RESEARCH - THEORY DEVELOPMENT AND FEASIBILITY STUDY

The Phase I research (period of p3rformance is 15 September 1984 to 14

March 1985) obtained quantitative measures for the performance and stability

of adaptive control systems. Results to date have established the

following:

(1) Conditions for robustness, stability, and performance with
respect to unmodeled plant dynamics and disturbances.

(2) Regions and rates of convergence with respect to unmodeled
dynamics and disturbances.

These results extend the theory of adaptive control to more practical

. engineering environments. They also provide the means to monitor the

*stability, performance, and convergence of adaptive systems during

transients. Thus, the theory establishes engineering guidelines for an

outer control loop whose purpose is to coordinate system performance and to

provide intelligence for changing plant parameters and operating conditions.

"" These results are also directly applicable to nonlinear and multi-rate

control laws for nonlinear systems.

The results produced in Phase I are the product of several years of

collaborative efforts to develop a theory of robustness for adaptive

systems. A summary of the Phase I research is contained in Section 2.

Related selected references include Kosut and Friedlander (198-, 1985),

Kosut and Anderson (1984. 1985) and Kosut and Johnson (1984, see-also

Appendix A).

bo3
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1.3 SUMMARY OF PREVIOUS WORK AT ISI - REAL-TIME IMPLEMENTATION

Concurrent with the Phase I theory development, ISI has also pursued

the development of a real-time control processor which is capable of

implementing nonlinear control laws, including parameter adaptive control,

on-line system identification, and gain-scheduled control. This work is

currently being supported in part by irternal funding and by the U.S. Army

'AMCCOM). Past support has also come from the U.S. Air Force (AFWAL). The

real-time processor utilizes the same data structures as ISI's existing

simulation and analysis software product MATRIX X (see Section 3). Hence,

candidate designs can be rapidly implemented and tested in a laboratorv

environment.

ISI's processor is named the MAX 100 (MATRIX X Architecture Executive).

The MAX-100 will be an essential element for testing prototype control laws

and provides:

(1) rapid implementation of control laws - no real-time code need be

written;

(2) extensive diagnostics for debugging;

(3) easy maintenance - MAX-100 shares model catalogs and data bases

with MATRI X.

A det 'led discussion of these issues can be found in a paper by Shah,

Walker, and Saberi (1985) included as Appendix B. Other references include

Walker, Shah, and Gupta (1984) and Shah, Floyd, and Lehman (1985).

Though the development of this processor has provided significant

experience in real-time control systems, further work is needed to develop a

complete system for aerospace use.

1.4 SCOPE OF REPORT

The next section is orgaanized to emphasize the parallel development

of the software simulation/analysis toolkit and the compatible architecture

4
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and building of a real-time processor. The theory is reviewed followed by a

description of required hardware architecture.

Section 3 contains an overview of related work. Basic references and

appendices on adaptive control complete this report.

,
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SECTION

RESULTS OF PHASE 1 RESEARCH

This section provides a detailed summary of' Phase I results. The

Section is divided into a discussion first of software tools for adaptive

and nonlinear algorithms, and then a discussion of real-time processor

implementation issues.

2.1 SOFTWARE TOOLS FOR ADAPTIVE SYSTEMS

Successful implementation of adaptive systems requires close attention

to theoretical algorithmic aspects and hardware/software compatibility.

Adaptive control schemes have the generic form shown in Figure 2-1 and

differ only in internal characteristics such as:

(1) model parametrizations

rd (2) parameter adaptive algorithms

(3) control design algorithms

The basic software tools which are needed for analysis of adaptivem systems include:

(1) Interactive graphical block diagram manipulations.

(2) Analysis tools for evaluating system performance, e.g., stability
and parameter convergence.

The MATRIX software system currently incorporates the SYSTEMBUILDx
feature (see Section 3) which is capable of general block diagram

manipulation, but will have to be specialized further for adaptive system

forms.

.L
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Disturbances

Inputs Outputs

:3System

Parameter
gst mator

[---UParameters
Control low

Objectives

Figure 2-1. Adaptive Control System

Specifically, the software tools should allow the user to select from

a catalog of standard adaptive system algorithms corresponding to the

internal characteristics listed above. For example, the user could select

from the following types of catalogs:

Model Control Design Adaptation

ARMAX Model Reference Gradient

State-Space Self-Tuning Recursive Least Squares

Pole-Placement Recursive Max Likelihood

Extended Kalman Filter
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Within each sub-topic the user would then be given a more detailed

choice based on more detailed characteristics and a priori system knowledge

of dynamics and disturbances. Of course, the experienced user can by-pass

those choices and create any other algorithm.

The tools needed for evaluating performance do not depend on the use-

*. choice. These tools include testing operators for SPR (strict positive

real), and testing signals for persistant excitation. forming the ODE (Ordi-

nary Differential Equation), and performing averaging analyses. The

following subsections briefly describe these tests.

* 2.1.1 SPR Condition and Testing

The SPR condition arises in the proof of stability of practically all

*" adaptive schemes, e.g. Kosut and Johnson (1984) and Appendix A. Hence, it

is very important to provide the means to test that the SPR condition holds.

rThis will involve both on-line and off-line testing proceedures. For

example, in analyzing a particular combination of Fdaptive algorithm and

- system model, the SPR test is off-line. In the case where the algorithm is

being implemented in the real-time processor, the test is on-line.

I -
To illustrate how the SPR condition arises, consider a system in ARMAX

form,

A(q )Y - B(q 1 )ut + C(q )v t

where A, B, and C are polynominals in the delay operator q , i.e., q x t

x_ A typical identification model of the above system has the linear

predictor form

T
t= et-

TL2" ot-1 -- [t-l'Yt-2 ""' Ut-1, Ut-2*...



However, the actual (optimal stationary) predictor is

1 eT

- C(q ) 0,

-1 -1 .
where e consists of the coefficients in A(q ) and B(q ). As a result of

0

this approximation the SPR condition arises to prove stability, e.g.,
-1 1 -1 .

[C(q ) - - should be SPR for the least squares update and C(q ) should be2-

SPR for the gradient update (see e.g., Ljung and Soderstrom, 1983, or

Goodwin and Sin, 1984).

By stability is meant that the parameter estimates and all relevant

signals are bounded. The parameter estimates may not converge to the true

value nor to any fixed value. Conditions for parameter convergence involve

a richness in frequency content of the regressor vector 0(t), refered to as
persistent excitation, which is discussed below.

A multivariable transfer matrix H(q ) can be tested for SPR in the

frequency domain (Desoer and Vidyasagar, (1975). The result is that H(q- )

is SPR if and only if the transfer matrix

G(q- I ) - (I + H(q 1 ))

is stable and

-1

where amax denotes the maximum singular value. Once having obtained H(q 1

it is a straightforward matter to perform the singular value test using
1existing MATRIX. software. The difficult part is to obtain H(q- ) in the

YX-1
*- first place, for a given adaptive system. The requisite H(q ) depends on

the algorithm and tools needed to obtain it both on line and off-line, (see

Kosut and Johnson, 1984 in Appendix A for a precise definition of H(q 
- )).

9J
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.,,-

2.1.2 Persistent Excitation

-1-
When the appropriate operator H(q ) is SPR, the adaptive system is

stable and, hence, the adaptive parameters are bounded. To guarantee

parameter convergence requires that the regressor vector (t) is PE

(persistently exciting), i.e., there exists an integer N and a positive

constant a such that

s+N-1
1 T'

A. { 1t(t)

t=s

for all integers s, where Xmin is the minimum eigenvalue (see e.g. Anderson

•- and Johnson, 1982). The ability to perform the PE test is a necessary tool

for on-line and off-line monitoring of adaptive system performance.

2.1 3 Tools for ODE Analysis

The ODE (Ordinary Differential Equation) analysis for adaptive

* systems, developed by Ljung (1977), is used to determine the adaptive system

asymptotic behavior. The basic idea is that the parameter estimates 0(t) of

the adaptive system:

rr

• - .. t! I

;, I)

ii i,

Figure 2-2. Basic Structure for ODE Analysis
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will asymptotically approach the trajectories of the ODE:

dt

d
dR =G(O) -R

The nonlinear functions F and G can be estimated using the covariance

estimate P(t) and the known plant/controller combination (see Ljung, 1977

for details). -

The ODE analysis is based on a theory of stochastic averaging and

assumes that the parameters are near convergence. Hence, the results

provide necessary conditions for convergence. More general averaging

results are described next. These results, in some cases, are necessary and

sufficient for parameter convergence.

2.1.4 Tools for Averaging

Adaptive algorithms generally have the form

0(t) 0 O(t-1) + E

where 0(t) is the adaptive parameter estimate and (t) is a vector

consisting of all other system states. The functions f and g correspond to

the algorithm and system description respectively. The parameter E is the

step-size. When E is small we can analyze the "average" system

. .. ~ . .. . . . . .



e(t) o(t-1) + E f(e(t-1))

s+n-1

where f(G) -2 f(tOo)

t= s

Thus 0(t) is "slow" compared to the "fast" states V(t). In the case when

the system is linear the convergence properties of the averaged system can

* be determined in the frequency domain using a generalized positivity test of

the form,

wi

A. { . Re[m a*] Re [H(eJWm)]} > 0mi m=o m

re where a and w are, respectively, the Fourier series coefficients andI. m m
exponents of the regressor vector, and H(q - ) is the operator as defined in

Section 2.1.1 (see e.g. Riedle and Kokotovic, 1984; Kosut, Anderson, and

Mareels, 1985).

This condition is significantly weaker than the usual SPR condition

Re(HejW) > 0 which is tested for all frequencies w. The above averaging

P test is a sum and Re H(e j ) > 0 is required only when Re [am a m *] is large.

The class of signals which can be tested in this way is larger than

those allowed in the ODE theory. Also, the test is easily implemented by

using the standard signal analysis techniques to find the Fourier series of

a function. One immediate result is that if the test fails it is possible

to augment the input signals in the frequency range where more signal is

needed. Those features are easily incorporated into the algorithm as well

as the real-time system.

12



2.2 NONLINEAR CONTROL DESIGN BY GAIN SCHEDULING

Adaptive control can be considered as a nonlinear control with a

special structure. A highly successful approach to nonlinear cohtrol design

. which shares this same special structure, is gain-scheduling. In fact, this

approach can be applied to any nonlinear control problem. Because parameter

adaptive control and gain scheduling control share the same basic structure,

the real-time processor and software/simulation toolkit can easily provide

for both. The following discussion illustrates the basic requirements for

gain scheduling

A typical gain-scheduled control system is shown in Figure 2-3, where P is

the plant (aircraft), d is an output disturbance, and C is the gain-

scheduled controller, whose gains are scheduled as a function of the actual

trajectories (u,y). Note that C maps output error signals y:=y-y into

control error signals u = u - u.

The first step in obtaining C is to design a collection of linear

-- controllers based on linear models, each corresponding to a particular

" reference trajectory (u,y). Thus, the resulting controller gains are a

" function of the reference condition (u,y). The control gains are then

"scheduled" as functions of the actual condition (u,y) to achieve a

continuous nonlinear control throughout the operating envelope.

Cvnt rol}eT"

I

Figure 2-3. Gain-Scheduled Control System

13
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Scheduling the gains can be accomplished using a variety of interpola-

tion or regression fitting schemes. The choice depends largely on the

capabilities of the hardware in which the algorithm will be implemented and

the complexity of the gain schedule. This technique is well established,

having been applied to many flight control systems.

The gain scheduling design procedure involves several models of the

actual plant P. A high fidelity nonlinear model, denoted by PNL is

developed either analytically from physical laws, or numerically from flight

data. Often, PNL' is a combination of both. A set of reference

trajectories (ui,Yi), i = 1 ... , k are determined from PNL' i.e.,

yi = PNLUig i = 1, . k

Each reference (ui,Y i ) generates a linear perturbation model, denoted

by P This model can be obtained as a first order perturbation of PNL'
1

i.e.,

u)- PNLui + u + o(lull2 )
1

Repeating for k selected flight conditions (ui ,y 
), i = 1, ... , k yields a

corresponding collection of linear models [P L...,P In the case when
L L nheaewe

(uiy.) is an equilibrium then u. and y. are constants and PL. is LTI. When
1

(uiY i ) is - dynamic trajectory then P is LTV (linear time varying).
1

Usually only *-quilibria are selected, however, to fully account for the

behavior of high performance aircraft, it is necessary to consider dynamic

references as we-' as equilibrium references.

14
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Having determined a collection of linear models fP ..... P I
L1 Lk

corresponding to the k-nominal trajectories {(u I y ) ... (ukYk)1, any number

of design techniques can be used to determine a set of linear controllers

{CL ,....C . The ith linear controller C is indirectly a function of the
L1 Lk L1

ith trajectory (ui.,yi ). Connecting this collection of controllers as a

function of the actual (u,y) is "gain scheduling". The resulting controller

C is nonlinear. The same scheduling procedure can be used to connect the

collection of linear models. The resulting nonlinear model is often

referred to as a "simplified nonlinear model", denoted by PSNL"

A fundamental issue in the gain-scheduling procedure is that there is

no theoretical justification that the resulting nonlinear (gain scheduled)

control will provide acceptable performance while the vehicle is in transit

from one flight/power condition to another. The difficulty lies in the fact

that the linear models are only known to be valid at specific conditions.

The effectiveness of the linear model P in the neighborhood of the ith
L.

1

reference (ui yi can be evaluated from the test set-up shown in Figure 2-J4

" i

U Y

Figure 2-4 Model Error Set-Up

15
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Details on this nonlinear model error testing procedure can be found in

Appendix C.

2.3 SYSTEM ARCHITECTURE

K Multi-rate Control Laws on Multiple Processors

Multi-rate control laws refer to hierarchical control laws consisting

of systems with more than one sample rate. In the context of adaptive

- control it is typical to perform identification update at a slower rate than

th-, control law implementation.

COninuoub-tjgN' 6irns, ll1erconfvectionb

k~ale 11 Rate j
Ske 11Skeu j.

PibCrete-icrt

subsysem 11t e
sub ystei jj

ubsyste, It !ub 6ystnm jj

KCh discrete-tine

too;);~ syseb7@fOi~

Figure 2-5. Basic Multi-Rate Control System

L
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Note that each of the subsystems has a synchronous timing and can typically

be considered as performing a separate task. This decomposition corresponds

to the user-defined decomposition based on the functionalities of the

control law subsystem. Often these functionalities are defined by appealing

to separation of time scales.

Some of these tasks can be tied to a specific processor in the system.

In particular, D/A, A/D, and continuous signal prefiltering functions are

typically tied to a processor capable of performing analog I/O. Those tasks

that run on the same processor have to share the computation resources.

Strategies for scheduling these tasks, assigning them to specific

processors, managing synchronization, and sharing of data among tasks

running on many processors requires a careful design. Implementation of

such a system requires significant effort in systems programming. Note that

each of the tasks have to be executed periodically. Failure to finish any

of the tasks on time constitutes a potential failure of the overall control

law.

In order to ensure integrity of timing, a real-time clock must provide

interrupts for scheduling all periodic activities in the system.

Hardware Subsystems

Typical algorithms used for adaptive control and gain scheduled

control impose computational burdens that require special purpose hardware

for implementation if the parameter update rates exceed 20Hz on systems of

order ten or greater (see Shah, Walker, and Saberi, Appendix B).

Among the various functions required by such a hardware system are:

I. Analog to Digital to Analog conversion, Antialiasing filters with
programmable bandwidth. Accurately timed A/D and D/A operations
to provide clean data.
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II. High performance (2MFLOPS or more) floating pt. processor capable

of performing the entire nonlinear block diagram update without

imposing system bus traffic overhead. Tasks that could be
performed in parallel should be split and loaded in individual
floating point processors thereby increasing the overall
throughput.

III. User interface, overall system management, disk I/0 management

It is natural to specify an architecture where individual modules are

specialized to handle each of the three tasks above.

Major vendors such as Intel, DEC, and Motorola provide modules which

provide general purpose machines in the form of single-board computers, disk

controllers, CRT/video controllers, etc.

Analog I/O Module

There are numerous vendors that supply A/D, D/A cards for various

bases but most of them are specialized for Data-Acquisition rather than

* real-time control so that clean data with simultaneous sampling of channels

at high throughput rates is not easily achievable. I/O subsystems with

integral programmable antialiasing filters, accurate timing and low system

overhead are not available and have to be designed. Such a module should

U also include autoranging capability for an increased numerical range (up to

20 bits). The throughput rate per channel must be at least 5KHz. The

analog I/O module must work without needing servicing from other processors.

Floating Point Module

High throughput numerical modules available from vendors such as SKY

computers can provide about 1MFLOPOS for vector operations. In order to

achieve 5 to 10 MFLOP effective throughput a floating-point board

specialized for numerical functions involved in adaptive control.and

nonlinear control should be designed. Such a processor would have the

following basic architecture.
L
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Figure 2-6. Structure of the Simulation Engine

The floating point simulation engine consists of a fast multiplier and

a fast floating point ALSL for arithmetic operations such as add, subtract,

absolute value, fix-float conversions, normalization, and comparisons. The

register files above act as a high speed pipelined multipost switches i

*capable of routing both data and code at the speed of the two processing""

elements (PE). The microcode ROM sequences orchestrates the activities of

the PEs and the register file switches. Local storage of data and instruc-

tions is on a high speed RAM on the left.

The key is to have all the computations required for function

evaluation in real-time control block diagram update performed on the high

speed floating point module with no intermediate system bus transfers.

This goal requires development of the following capabilities:

() Basic arithmetic operations + ,- ,*, divide, absolute comparisons.

(2) Square root, trignometric, and hypertrignometric functions, log

and exponential functions. 
-
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(3) Vector operations.

(4) individual block updates consisting of vector operations

Xk+l= F(x, Uk

= H(x u
k k' k

(5) Individual subystem update consisting of block updates and

resolution of interconnections among blocks.

System Management and General Purpose Machines

Among the available microcomputer families and buses, Intel's Multibus

based single-board computers provide the best match for high performance and

functionality offered by their product line. An important criterion in

selecting Intel's family of products is the availability of hardware

floating point modules 80287 and 8087 along with a mature set of languages

and operating tools to handle the entire family of products.

Figure 2-7 describes one particular configuration currently being used

rfor a real-time control application.

2.4 REQUIREMENTS FOR SOFTWARE AND HARDWARE

i
A representative toolkit for various phases of adaptive and nonlinear

control mechanization can now be described. There are two distinct

environments - an analysis and simulation environment and a real-time imple-

mentation environment. Both environments share the same model definition

data structure. The top three blocks in Figure 2-8 represent

analysis/simulation, while the bottom two refer to real-time processing.

L 
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The needs for computer-aided development and implementation of

adaptive and nonlinear control laws are:

(1) Development of a user-friendly software simulation and analysis
toolkit for various phases of adaptive and nonlinear control
mechanization.

(2) Development of an efficient transfer procedure from the
simulation/analysis environment to the real-time processor
environment.

2.4.1 Software Simulation/Analysis Toolkit

Specific objectives to develop the toolkit are as follows:

I. Provide an interactive graphical model building tool with the
*- following features:

(1) Dynamical systems of nonlinear differential equations can be
developed from block diagrams.

(2) The models can have a hierarchical structure - submodels can
be imbedded inside larger models.

(3) Model catalogs can be treated like data bases.

(4) Nonlinear models can be linearized about selected equili-
briums or nominal trajectories.

(5) Model error measures which are used in robustness testing
can be easily obtained for either linear on nonlinear
systems.

II. Provide a work-station capable of data acquisition, on-line
system identification and signal processing with the following
features:

(1) Parametric models for system identification can be de-
veloped from a catalog of choices or from block diagram
building.

(2) Data for system identification can be acquired either from a
simulated evaluation model (as in I) or from a real-time
data source.

III. Provide an interactive adaptive control and identification
algorithm building tool such that:
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(1) The novice user can rely on automatically selected
algorithms based on the structure of the problem. Default
parameters for the algorithm should work in most cases.

(2) The expert user can select the algorithm and the associated
design parameters to gain full control over the
optimization.

I (3) Extensive diagnostics can be made available in case of
algorithmic difficulty, ill-conditioning of the problem or
the algorithm. Heuristics to overcome these difficulties

should be programmed where appropriate. The user should be
able to obtain explanation of the heuristics and choices of
alternatives Some of the diagnostic tools include on-line
and off-line testing procedures for:

(a) passivity and other input/output sector conditions
(b) persistent excitation of signals
(c) stability and performance robustness
(d) parameter convergence
(e) linearization
(f) ODE and averaging analyses.

The results of the Phase I effort have provided the basic theory and means

to perform many of these diagnostic tests

2.4.2 Design of the Hardware - Real-Time Control System

The real-time control system design objectives are as follows:

I. Provide a simple system for rapid implementation of adaptive and
nonlinear real-time control systems which facilitates the proto-
type development and testing phase of control law implementation.
It should operate on the data-base generated by the software
analysis/ simulation tool-kit.

(1) The real-time control interface for editing and examining
should be in terms of the graphical block diagram entered by
the user in the design and simulation software.

(2) The user should be able to modify various aspects of this

block diagram on the real-time control system s6 that the
real-time system can be operated without requiring access to
the design and simulation software.

L
(3) The communication link between the design software and the

real-time control system must be a fast and single command
on each system.
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II. The real-time system should be able to process analog signals
from a physical plant, provide performance measures of the
controlled system, and perform data acquisition.

(1) The user should be able to connect the real-time control
system directly to the physical plant being controlled with
standardized analog signals (4-20 ma current loop or +5v
bipolar.

(2) The sampling of analog signals must be precise and none of
the sample times should be dependent upon the computation
delays.

(3) The real-time control system must have extensive error
handling capabilities that relate to computational burden,
numerical exceptions, missed timings, and integrity of
shared data in a multiprocessor environment. Performance
measures include signal statistics, idle time on various
processors, and memory usage. The user should be able to
configure various statistical algorithms to operate on top
of the control system to give performance data and store it
on a secondary storage such as a hard disk.

III. Provide high computational capability as well as numerical
accuracy as required during the prototyping phase.

(1) Provide both floating point and fixed point arithmetic.
Floating point arithmetic format should conform to the IEEE
754 standard. Most high performance floating point hardware

being designed today conforms to the IEEE floating point
format.

(2) Prototyping phase requires the user to experiment with
options that usually require more computational capabilities
than the one required by the target system hardware. A
floating point hardware capability in excess of 5 million
floating point operations per second is required for
achieving 10-100 hz identification update rate on systems of
order 5 to 10.

(3) The architecture of such a floating point hardware must be
optimized to give high throughput for real-time control
algorithms. In contrast with array processor architectures
available today, the pipelining of data and instruction must
not be allowed to generate loop delays.

IV. It should require no real-time programming from the user. The

user-interface should make the system readily accesible to non-
programmers.

All the considerations described for the user interface above apply to
the user interface of the real-time control system.
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Section 3
RELATED WORK

b."

Integrated Systems, Inc. (ISI) has been performing a significant

amount of work in the general area of computer-aided-engineering for system

analysis with particular emphasis on control design and simulation. The

work involving development, maintenance, and enhancements to MATRIX was
x

funded by ISI internally.

ISI has also developed a real-time control design processor under U.S

Army funding. The processor has been modified for general purpose use and

is called the MAX-I00. Several projects are researching other aspects of

CAE technology for control design, implementation, and validation. MATRIX x

currently is being used by over thirty companies, research laboratories, and

universities, including Lockheed, General Motors, M.I.T., and the Air Force.

re

.[ 3.1 IN-HOUSE DEVELOPMENTS: MATRIX
x

MATRIX x provides the following interactive capabilities:

1. Control and estimator design

2. System identification and signal processing

3. Interactive model building (SYSTEM BUILD)

4. Simulation and evaluation

Matrix algebra, interactive graphics, and model catalog management support

these capabilities. Figure 3-1 shows the structure of MATRIX In the

following, we describe the control design, model building, and simulation

capabilities of MATRIX
X

26
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Figure 3-1. MATRIX Software Architecturex

Control Design and Analysis

Control design in MATRIX can be based on any of the following:
x

(a) Classical methods including root locus, Bode, Nyquist, and Nichols
(single-input/output or multivariable plants)

(b) Linear-Quadratic-Gaussian (LQG)

(c) Methods based on A-B invariant subspaces

(d) Eigenstructure assignment and zero placement

(e) Adaptive control using self-tuning regulators and other techniques

These capabilities are available for use with both continuous and discrete

systems.

For the LQG problem, the algebraic Riccati equation is solved from

extended Hamilton equations, avoiding inverses which are troublesome in the

singular case. The equations are row compressed with an orthogonal

transformation followed by the QZ pencil decomposition.
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TABLE 3-1. MATRIX CAPABILITIES: CONTROL DESIGN AND SYSTEM ANALYSIS
CAPABIITIES (APPLICABLE TO CONTINUOUS, DISCRETE AND HYBRID
SYSTEMS)

Classical Tools

Root Locus

Bode Plots
Nyquist Plots
Nichols Plots

Modern Tools

Optimal Control Design, Discrete and Continuous
Optimal Filter Design, Discrete and Continuous
Frequency-Shaped LQG Design
Singular-Value Decomposition of the Return

Difference
* Eigensystem Decompositions Including the Jordan

Canonical Form
Model Following Control
Model Reduction
Linearization of Nonlinear Systems
Minimal Realization and Kalman Decomposition
Geometric Control Algorithms
Multivariable Nyquist Plots

Extensions to LQG methods require inclusion of the dynamics of the

reference inputs, disturbances, sensors, and actuators. Appending dynamics

in frequency-shaped control design or model-following techniques involves

forming augmented equations This is easily accomplished with MATRIX
x

primitives. Use of frequency-shaped cost functionals, with singular valuep
plots for robustness evaluation, allow incorporation of engineering judgment

in control design.

Evaluation tools for linear systems include frequency response and

power spectral density plots, time responses, and determination of

transmission zeros. The principal vector algorithm (PVA) primitive for

28
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numerically reliable extraction of the Jordan Form (with discriminatory rank

deflation of root clusters) us useful in modal analysis. PVA enables

computation of residues or partial fraction expansions of multivariable

systems. Some of these capabilities are listed in Table 3-1 . -"

MATRIX also provides capabilities to transform models from any one ofx

the following forms to another:

Ci) Discrete or sampled data

(ii) Continuous

(iii) State space including various canonical forms

(iv) Transfer functions

(v) Poles, zeros, and gains.

Interactive Model Building (SYSTEM BUILD)

The interactive model building facility called SYSTEMBUILD is a tool

for building models of complex systems for use in simulation, control

design, and trade-off studies. The user can develop multi-input/multi-

output (MIMO) system models from models of individual parts of the system.

Transfer function descriptions can be combined with nonlinear functions and

stAte-space models. It is also possible to connect an externally defined

FORTRAN module to models defined in SYSTEMBUILD. Models can be placed in

catalogs for future use. Systems defined using SYSTEM BUILD can be

linearized and simulated with arbitrary inputs. Modules or parts can be

changed or replaced without recompiling and relinking FORTRAN code.

A hierarchical structure allows models to be developed "top-down" or

"bottom-up." In the top-down approach, the designer specifies an overall

system in terms of its major subsystems. Each major subsystem can be

defined as an interacting interconnection of lower level subsystems. The

lowest level subsystems are finally specified using basic elements, which

29



might consist of nonlinearities, table look-ups, transfer functions, state-

space models, and summing junctions. Nonlinearities can include saturation,

absolute values, hysteresis, general piecewise linear functions-quantization

and general algebraic nonlinearities. Transfer functions can be written as

numerator/denominator polynomial coefficients, zeros/poles, or natural

frequencies and damping ratios.

In the bottom-up building approach, the lowest subsystem models are

developed first. Major subsystem and complete system models may then be

assembled from lower-level system models.

Figure 3-2 shows the example of an automobile cruise control model

developed under SYSTEM BUILD.

""~P. I .L S.rr

I FNC,1NE P- TRANSMZ JAINDROF

*Figure 3-2. MATRIX and SYSTEMBUILD Block-Diagram Model of Cruise Control
LSystem for an Automobile (the figure shows actual screen)
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Simulation and Analysis

MATRIX provides capabilities for -,ficien linear and nonlinear
x -

simulation. Linear simulation is performed using -i discrete representation

and is structured to tully use spnrseness in system matrices.

Table 3-2 shows the classes of systems treated within MATRIX Tablex

3-3 shows the simulation and analysis capabilities.

A variety of integration algorithms is available for dealing with

various classes of simulation models (Table 3-4 ).

TABLE 3-2. CLASSES OF SYSTEMS COVERED BY SYSTEM BUILD

Linear
Nonlinear
Continuous
Single-Rate Discrete
Multi-Rate Discrete
Single-Rate Hybrid
Multi-Rate Hybrid

TABLE 3-3. SIMULATION AND ANALYSIS CAPABILITIES

Simulate general nonlinear continuous models
Simulate general nonlinear discrete models
Simulate general nonlinear multi-rate models
Simulate general nonlinear hybrid multi-rate models
Simulate to show transitions due to sampling
Study sampling and intersample behavior of hybrid and

multi-rate system
Linearize nonlinear continuous models about initial

condi tions
Linearize nonlinear continuous models Ft a point along

the trajectory
Linearize nonlinear dlscretp models about initial

conditions (single sample rate)
Linearize nonlinear discrete models at a point along

the trajectory
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TABLE 3-4. INTEGRATION ALGORITHMS AVAILABLE IN MATRIX "

Euler - Euler
Rk2 - Rungt.-Kutta (2nd order)
Rk4 - Runge-Kutta (4th order)
Kutta-Merson (fixed step)

Kutta-Merson (variable step)

DASSL - implicit stiff predictor-corrector

3.2 REAL-TIME PROCESSORS: MAX 100

ISI has developed a system called MAX-100 for testing control laws in

the laboratory. MAX-100 uses a multiprocessor configuration to emulate

nonlinear control laws. The rral-time programming requirements are

minimized by using off-line design system MATRIX X to specify the control

laws. MAX 100 uses the Intel 80286/287 and 8086/87 processors.

Thp proposed prototype can use the experience gained in MAX-1O0

development directly. To gain high speed and flexibility, we are now

proposing use of Multiplier ladder ch'ps rather than the standard micro-

- processors used in MAX-bO0. Research and development will also make it

possible to develop a high speed control processor board for use in flight

U testing and prototype system development.

3.2.1 MAX 100 Real Time Control and Data Acquisition System

Description: MAX-bO0 is a high performance real-time control

implementation and data acquisition system. It provides the ability to

perform non: inear real-time control, on-line system identification and data

acquisition as well as digital signal processing. It can be connected with

ISI's control design and modeling software package-, MATRIX , for control lawX

design and downloading of control logic It also can be run as a standalone

system for field use.

L
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MAX-100 p-ovides a vital link in the control design cycle for

prototyping non-linear ontrol laws with switching logic and adaptive

control. A data acquisition facility is provided to debug control logic for

off-line identification of model equations.

Equipped with two general purpose processors and two additional

arithmetic floating point coprocessors, MAX-100 performs parallel

computations for high real-time throughput. Baseline MAX 100 (configura-

tions handles 16 analog measurements while generating 8 ninalog control

signals. Options allow expansions to 32 analog measurements and 16 control

signals.

MAX-100 derives its name from MATRIX X Architecture Executive, because

it implements MATRIX X run time library for real-time use.

FEATURES:

" Nonlinear block diagrams mapped into a multiprocessor
impl ementat ion

* 32-bit IEEE-standard floating point arithmetic

* Graphical block diagram specification, editing, simulation and

analysis in MATRIX System Build

" Push-button simplicity in implementation of control logic.

• Data acquisition and storage concurrently with real-time control.

" On-line identification with linear and nonlinear models.

" Adaptive control and fault detection capabilities.

" Multi-rate control implementation feature.

33



A High Productivity Tool

The most remarkable aspect of MAX 100 is the ease of use. For ex×mple,

a graphical block diagram for a nonlinear control law (using the

SystemBuild feature of ISI's MATRIX design software) can be implemented
x

directly on the MAX-100. Typically prior knowledga and physical laws are

Pused to generate a mathematical model of the plant in SystemBuild. How-

ever, MAX-100 can perform data acquisition and on line identification to

refine parameters of such a nonlinear model. Frequency domain methods,

based on spectrum analysis, or time domain methods, based on parametric

- estimation methods, are available identification methodologies.

The refined model can be used for performing control synthesis and

analysis in MATRIX . Once a satisfactory discrete-time control law isX

snythsized and simulated in MATRIX with SystemBuild it can be implemented

in MAX 100 with push-button simplicity. This control law can be nonlinear,

have multiple sample rates and can be ultimately targeted to run on many

processors.

MAX-100 handles such multi-rate control laws accurately. It handles

sampling of signals and updating of outputs precisely in time without

inserting any undersirable pipe-line delays or scheduling delays. It

maintains synchronization and sharing of data among subsystems running at

different rates without inserting any anaccounted delays which can

deteriorate phase margins in control loops.

MAX-100 removes thr, burden of writing real-time code for control

implementation and testing. It provides a highly reliable tool real-time

control integrated with the design and simulation software.

Benefits

• A reliable tool for real-time control implementation prototyping
and testing.

* An implementation tool integrated with design and simulation tools
to provide a comDlete control design laboratory.
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* Multirate architecture implemented as multiprocessor multi-tasking

system for maximum throughput without inserting pipeline delays
and attendant phase legs.

* Powerful control logic timing and debugging feature.

0 Useful in the laboratory as well as in the field for control law
timing and debugging.

0 Common data base for real-time control implementation and off-line
simulation to minimize potential for error.

3 3 FUNDED WORK

Five current projects are related to adaptive and nonlinear control

implementation and associated control design CAE capability, discussed in

this report.

Computer-Aided Design Methods for Engineering Analysis (National
Science Foundation): The project is studying advanced numerical
algorithms, hardware, software architectures to bring advanced
mathematical research to a working engineer. A prototype workstation
based on an IBM PC will be completed around March 1985

Automatic Real-Time Code Generation in Ada (Air Force Rocket Propulsion
Laboratory): This project will lead to a capability for generating
real-time Ada codes for control implementation once the control law has
been specified using MATRIX . The code is written i Ada and will bex
portable to all imbedded processors with Ada compilers

Hardware for Control Implementation (AMCCOM): This project is
developing a hardware system to allow automatic implementation of
MATRIX designed control laws for real-time laboratory testing. Thex
prototype will be ready in January 1985 and will be tested on a
helicopter based gun turret.

Computer-Aided Design Methods for Optimization (Air Force Armament
Laboratory): 1SI is studying the feasibility of trajectory

optimization for missile systems. This capability will be provided
interactively in conjunction with the MATRIX SYSTEMBUILD feature.
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Engineering Workstations for Distributed Parameter Systems (National
Aeronautics and Space Administration, Langley Research Center): A
study was done to develop distributed CAE workstations for modal
testing and comparison of modal test data against finite element
models.

I3
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Section 4

POTENTIAL APPLICATIONS

The adaptive and nonlinear control implementation hardware which would

result from a successful Phase II would have major uses in commercial as

well as Federal Government applications.

Commercial Applications

Advanced control methods are needed in chemical process control, robot

control and design of fast robots, engine and suspension system control in

automotive industry, and servo controllers in computer disc drive design.

Many new applications will occur as improved CAE tools become available and

the designed control laws can be rapidly verified in the laboratory. The

proposed hardware will be capable of implementing optimal trajectories

allowing more economical operation of process plants and automated

manufacturing lines.

For example, the introduction of control design technology into the

commercial environment has been slowed by the unavailability of easy to use

Computer-Aided Control System Design (CACSD) tools Hardware implementa-

tions, refinements and tuning of selected control approaches are also

hindered by the current need for real-time programming. Prior experience in

paper mills and chemical plants has shown a two to three year time lag and

10-20 manyears of effort to implement and use a new control approach. The

proposed products will reduce the development time of such systems to a few

months.

Analysis using MATRIX has shown that paper mills could have saved
x

$768,000 in just one year's fuel costs if adaptiv ,,d nonlinear control

were continuously optimizing the use of recovery furnaces. Process control

systems represent a $180 billion per year market. Most power plants control

systems are over twenty years old and need to be replaced in this age of

scarce resources.
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Federal Systems

The principal results of developing a turnkey control implementation

hardware will be lowered engineering costs, higher performance-, and more

rapid deployment of complex weapons systems new aircraft, complex

transportation systems, and satellite communications systems. Advanced

control, guidance and estimation methods can then be introduced into opera

tional systems more rapidly since development times and risks will be

reduced. Easy to use laboratory test tools may eventually change

policymakers' decisions on appropriate funding levels for new complex

systems development.

Advanced control will also lead to better weapon systems In many

cases complex hardware will be replaced by simpler hardware coupled with

advanced control. For example, the application of advanced guidance

technology can extend certain missile performance by 100% without any extra

fuel or hardware cost. New weapon systems like the advanced tactical

fighter are so complex that stability, optimal performance and

synchronization of various control features will be feasible only with

advanced software.
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Ths Fig 3 can bc red Ia ir n s sholkl n I n I ip. 4 anid

a c I *~lLI I .1 CLII -described b\
elclincilt s fikini l eresso and patramiet \ ectOrs.

iL~f'Li I\ I\ i %'t C\1CI. LtlI\ 111iC SI S( C.i'l- %%ill he r ~[ (
considel ed hCi C t0 redukc the coflple\tat of the (I.% 0 G=k 1 01 1'1  7a I
deC11114-1 el11kie and 10\%ox sh~irper focus 'on the PI I l~
adaptilie ks\ici stensuue Nornial.% :ull consists of
the plant inputs and output,, or filtered v'ersions Hne
itheieLf F-or clkanple. in discrete-time systems lu 1I,, r kk H*r i
consists of a fiinac record of pakst plant inputs and=L i H(j -t J
outpuk. H*o Hz,

Although the bilinear structure in (i 121 and 0131
remains, the mnost v idcl\ used and studied format. H*IN S
nonetheless, other structures (as vet underdeltel-
opcd i mii be more suitable to Certain problems where
e.y. distributed and or nonlinear structure-.

We " ill no%% make a strong assumption regarding
the \kt in %tihich ntil and w%(rI) are transmitted H,%(= G,j~s I + G,.l,I - K. 6zj)r V G. Ik
throuch101 I-i into oi and -')it). lb

Iiliertm- H.*,.,) =G,-j-kk) + G.~i'I4Gsi Gs
.4 ssupt ion. The map (%%. i) Se s ier ie I)

invariant (LTI I. i.eH s=I G LiG((ld

'] b [= t) HGos I[1"G~si'G~~.Ue

The dashed box in Fig. 4 is H*(Ni. We will refer to
(141 His) as the tunred interconpi'ction.s. Note that the

tuned error (7) is identical to
%%here (1,k sis the oupen-Iu" p interconneionwf mtatrix

%%hose element-, are proper rational functions. (To eCt) = H,(%0) i~r). (19)
simplif\ notation Ae %iill use %s to denote either the
Laplace transform variable or the differential We also make use of the tupied rcgrestor. defined as
operator. depending on the context.)

Thc adiptii~c s~stem I I) with bilinear control ~ ~ ()=H(sIwi.(20)

013) and L.TI Interconnections (14) is shown in Fig
3 lo transform t his s~ stem to an error system, Finally, the error system (Fig. 4 Tcan be depicted as
definec the P(it i( rtul''I criot, in Fig. 5. where

I I I I-b7 1 e~t H.! cli IV 121aI
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11- Ivic i tec a t ] l hi. c 1h o t ' l ,. lt Conlpo.s sd practical mcaningfultn-N.. We %%ill c\,imji c a
- of a noninear s, ,tc1 in thc for%%aild loop. denoted parlltcular continutous-tinic adaptl\c con tollcr in

b\ \,. and thc LTI s\sicni H,, i) ,n th fccdback the fOhi\\ ill'' section and dcri C the fon of I/,*, and
path Thus. the elrot )Ntcni is di ien l e\tcrnatlh b\ 11.
the tlinlld ,\ t cm output, c*wi and *(r). and the
initial pa ranicicr citor fit = o - . (()\Ti Nt I t S-1 I \1 I AIA PTI\[ \1 01)11 -

I OLL 0" ING

1(1 L\x,;cu, i,,. tin, tmul tr '1r To characterizc H,", and ]I* sonic dcsignation of
K ~a tuned controlli must be pro% ided. \\ e make ttic

The dc,+nation of the tuned controller is the choice bds.u in s that no - delipro erro emake in
concept most iniportant to CXItractln a meaningful chic:b assuminp ha no mo,.e,,nizerrexssi
erornceno frott to desrctinof an maingfti~ the nominal plant parametric model. M e close \kith

eerror s\,tem from the description of an adaptix elx consideration of the degree of plant mismodeling
Controlled \ stern It might appear that the abiht\ to allox~ed such that this tuned controller is robust. i.e

r specif. thi, tuned controller presupposes our maintains stable controt of the actual sstem.,, ,-no-Aled"e of an acceptabl'ev, ' solution to the man is stbe c trlo th atu s te ."
ne of anda ccptiveantrolbem. oTutis tsot Followine this discussion, in Section 4 Ae consider

.* underl.,,ne adaptie control problem. Ths is not thefetothadtielorh.

entirel the cac Gi\en the parametric controller the effect of the adaptive algorithm.

stru. u rc of ( I %% e need onl\ hate an appro\inatt (A) Direct nodel relerenct, adapth L, cC,, trio
a priori knovledc of the sstem hehaxior. Gixen a Consider the model reference adaptie control
particular r*. xe Ali discoer that the restrictions (M RAC I t-i g. 6. c ontrol
on H,*, and H., can be assessed from knowledge ofsystemshown in 6.described b,
the tuned controller and hounds on the magnitude tilt = dlt + Ps)ut (plant) (22aI
of the plant modeling error. Such information is a
practical result of a thorough plant modeling stud. flt = Hb-trlt) (reference model) (22b)

Thus. the stud% of the stability of 211 %%ill have elt) = .ft) - jT) (tracking errort (22ct

------------------------------------------------- '
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T i t, 6 odct rckrwcn~c dda pt\ l, i dNo diqi am .Itl , nt olUi'ci do

where dri consists of disturbances and plant initia l here the tuned parametrizaticn 1.*7=-, n,,

conditions. and r(I I is the reference command Let distributed among the control elements as follous
,C(i):.f, denote the adaptive controller, where Q
is the parameter adaptive algorithm and CIA is the A fsI = ,. . . "5 "

parametric controller. Following Narendra. Lin. Ab. ,:s- I.- (25b
and Vala\ani 119801. let C('I have the bilinear form A 1 ( . + (2ic1

u(t1= - .(t rl Thus, (24) becomes
= - ,,t' ,l -1,t* ,t -- 01f r )t',t (23a)

u(t) = C*.1s) r(t) - C (sl I 'I) - C*,l)i (t I (26a)
where the regressor is given by filtered versions of u.
v and r where

A!

- (F(s u(t1. F(sI'(rI, -F(s r(tl (23b) -.*, A' is)
L~p 4 A '(s)

with Ll
I)"...,= (I C,(s) = L(.si 4 A (,l 26

123c) We will refer to C = [,,. (',. C,, ] as the timed

and controller. The adaptive error system (211 cor-
responding to the MRAC of Fig. 6 i, shown in Fig. 5.

4I,I N' ... + 3(. (23d) The tuned signals (3.19) and (3.20i) are

Thu-,. there are 3, adaptive parameters. Using the I' I I 4 PC:,r'PC. - F13r (1 4 PC:,) 'd

delinition of adaptivc control error in (21c). the (27a)

MRA( • control signal (221 can be expressed as [I + PC(, I 'C:,,i r - C:,(I 4 P(, I'Fd

A AkIi A(N A1(%= 11 PC:, I'PC*jr - (I P-:, ';'d
1 '- () 1(() 4 1-- rt - '(K-r J

(24) (27hi
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'h.1t (L.,Iv-l rhe lhok IN used Is i Ih, the tued duc t, h I tl I It u 1, I I :k! LllL, . 11ll1
in . be lent, e+ca the planlt P(n Ibe I 27d1

J nd i 1 I 1 , 11.,1 CMn I Icl\, k lt \% .t Re.Cal It oil 1ith (29 1he t n+d ,'m vh' lI. LT ~ ',-' |

th 11 llCd kn~ q~ 011 , ,h'I 1 L C ndl~Cill o.+n Ithe pllint F or
L7\. l C, 1thL Ii, p'l.111mCtct,, in 7,:4-,1'1,. ca n make CI1I ,111

,- -, Ili -27. 1 ,k- dcnt icall.\ let, o This can he N iex,.,,.d R"

a, ,a reiucd ordtC design problem or. as Ii the !,,." (I I

di Ncisslon ti. follotts. a ploblenl Ill robustness to B7 7
unnn o.,delCe d nanu,. , (. "  S I,. 3 hi

Su pp,-k 11,t11 thc actuld plar can be described b\
where T" I, a stable mosn.i pol~ nonila! of degree

ll,)= 1- A(SIJ P (st t29a I i > Pi - in - I. and \h he cthe pol nonials S and
R' uniquelh solhe the poil nomral cqut.ion

,T*.- = R. 10

< .- - i with S* monic of degree it,. and R* of degree Pi - 1
- , -..-With no model error = 01. this controller (311. in

(29b) addition to stabilizing the tuned switem. also makes
the transfer function from r into i* identical to the
reference model Mo.i Thus. the tuning of t31 Iis for

the parameters ih(.. . h..a,..... apro\ idea good
fit. sa\ at lo\\ frequencies The transfer function A(s) the subet of i composed of bounded reference

represents unmodeled d\ namics. i.e. those d\namics signalsandzerodisturbanceheeffectoft31 Ic, C,
i " will shortly be made apparent. (omparing (33 1% ith

n Pii not accounted for hN P*isj. e.g. high (26) motis aleN solving for 7 from
frequency eflorts Assume that A(s) is stable but is
otherise unknown except for a bound. i.e. L 4 AT = B*S*

I R- (321
IA <i): _ (,i,). V ij R (29 c) t = R,,

I-
This tlp- of modeling uncertaint is said to be .41 = 7. B
unrtrtured jDo\Ic and Stein. 19M1I. In more

general terms. (29) pros idcs a tct d'csription of the A solution for r' exists prosided that
plant rather than a single parametric model, such as
P* (Safono\. 19tli. k= i _>. (331

Wc \ill noA examine the impact of model error
on a tuned control design based onlh on the With this choice for (AT. A!. .4*,t. the tuned
parametric model The model reference format controller is gi\en b\ (311 and b\
suggest, that Ac make c* as small as possible. To
eliminate the tracking error term in (29j) entirel , (' (341
%c %ill use the proccdurc described in Egardt BS"
119791. %hich requires that the following infor-
mation is knn: ((C 7 hc .l/cu +,l pidu'I oiri, tn d ,,I',ii

pe'rforlan( t,

iIn > Pi ii IP'(\ I strictl) proper) It is contlenient to dlefin the transfer function
(21 n and it alc known
13) I"(P I ha,, all ieros strictly inside the left half G R*

plane 7 ".1!
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43' hh4 ctd~cltion , , Ii that a risc., in pi.ctcaIll> Al glob.a

aicc tlc ttccccd clll lClcll.'.tiOl+is i> I bc.oiic sltabiict. thcorcnil, -

I,,.I(+4 4i (4) 7 /1 alapilci t alg. l iith,

1 It" 1 11 A(;W+ ) 1 -4 A) (37a IAc\ ill begin b\ spccif Ing thtc ad.apticla\% I of
"1 intcrestI. A laige class of adapti\c algorithms (21d)

.4"1 .-] ha~c the from

B T1.4 ' 741t = , ,)4(. ii)!. 7 ,(4ER' (41aI

h,L I.(37b) )(It = -(Il I t( . (41bIH'+' = 1 41 - A(I*t '(I A 7I

W0 We ,ill refer to .4w... las the adaptaion pain. which is
a nonlinear operator. In general .4 can ha"e

The tuned s\stem \with no model error (A = 0) is memory. usuall> onl in .t4 The adaptie
exponeniiall' stable. since. b\ a,,sum pion. the poles algorithm can also be expressed in term, of the

of B C 1. .4)- '.and (T*- I'are in the open left half parameter error 7t41 as
plane. Hence c* and :* are bounded if r and d are
bounded. Thus. the stabilit\ of the actual tuned ( = . tt)]. fl404 = ,(0 - *. (42)
s\stem is guaranteed if and onlh if

The complete adaptive error system (21 4. including
the adapti\e algorithm (42). is shoxkn in Fig. 7.

S(I-.- AG*)-' and (I + AG*I- A The choice of algorithms. i.e. the varietx of
are exponentiall. stable. (38) proposed adaptation gains. is virtuall\ unlimited.

The following two are our chosen representatives:
Note that under these conditions, the tuned
interconnections in 137b) remain exponentially Constant gain (Narendra. Lin. and Valaxani. 19801.
stable. Ho\exer. it is not necessar) (nor possible b)
assumption) to haxe a complete description of A in A [ w(.). (,) = An,.(t !43
order tosatisf N (38 . Forexample. ifA is kno%&ntobe xhere AtoR 'beA, = 4 >.
exponentially stable. then with G* known to be
exponentially stable. (38) holds if (e.g. Doyle and Retarded gain (Kreisselmeier and Narendra. 19S2i
Stein. 19S I)

[A yi')I [G*(jr,)) < I. V , i:R. (39)• " 1 c. 4 1 4lt. ]rilt)41 < c

Satisfaction of (394 requires that 0( (Ifi- t 1fi j. f7(4 I

IA(.I,',): < b(lc I IG*( jt)i. V,,)i. R. (40) where A,,e Rr", A,. A;, > 0, and > mas Ir"
We %ill use the concept of persistent excitation

We will sho% in Section 4 that Ale,)) < I is the limit that has proen important in adapti\e control, as

* imposed on o(E'L( by the usual global stabilit. result% well as in adaptive system identification
for continuou,-lnic adaptixe systems. Similar limits
arc also encountered with discrcle-timc adapti, c Iefuinciiuc (Andcrson. 19771 A funcltin
-s,\tenc, 1% C R . - R" is pIvr c nih ll cS'\, itcii. dcnotcd h\

.-.............. '--.--...> -I.-''X ".-.>':.-'.-i-'i :-->i'i-)i2i '-
:.-.-.................,.:-..... ,.:, ,, -. ;-. . "% ,. .. ....... ,
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Under these conditions. .iluorithrns (411 or (441
result in thle foIlosming properties:

We wIll discuss thle implications of persistent (i) If u.* .. (OllE W(* then v.. and
escitation onl global stability beloss. as mell as in are bOUndcd (in L 07r-. and
Section 5. in regard to local stabihit\. c'~u I - tv 1-~ 0. 11n addition. if **, PE. then

I - 0 csponentiaIl\.

re BI .4 glblstabilir ' theorew(i I t '

Theorem 1. which follows, gives conditions for and Iarc bounded (in L, i
global stability othadpierorsstem of Fig. 7. (nit1 If Ic'. f. (0e JV and .:ePE. then the

The erm ofte aaptve rro syresults of (ii still folloss bx u~inu the gainTh em'global' refers to the intention of seeking alcorithm 41
the minimal (reasonable) restrictions on the tunedm 4.
signals Oftr I and I;*W. and the tuned interconnec- Convnenc~t~s on Theorem 1. Thouch theoreticalr tions H* 1:0 and H* (s) resulting in the proof that C .

and remain bounded. i.e. (21 )is stable. for an),finite sincntthereutdnoofrteegneig
7lIi( tNA detailed proofofTheorem I is given in Kosut design guidelines we would like to obtain. The,
and Friedlander (19831.) In particular, we will mjrrao sta ~(%ESR(odto ~)

is \irtuall% impossible to aehhce e for anN actualconsider the following two tuned systemn signal sets as
system. The primar% culprit here is the eflect of

inpus' t theerro sysem:unmodeled dynamics. Detail,, on this issue rnaN be

FI' fT'...(0)jC*. i*E L, rL found in Rohrs and co-%orkers (1982). Further
.0 E Ur , r(0) E r (46) discussion will be provided in the follossing

= c ~' ~()Iee L , UAnother technical hurdle is that the on]\ realistic
~(()E 'I 47) case, insofar as the tuned signals W.-*I are

concerned, is when (' )EB Thistis the
Note that Ve i E L2 nL, essentially implies situation induced by conti~nual bounded disturb-
boundedness and ultimate decay to zero, whereas ances. such a,, would normalkN be encountered. But
inclusion in L, only implies boundedness. iticsteho~rqictd ihr~P si

part III) or that the adaptation gain is rctaid.d ais in
Th'orin 1. For the system of Fig. 7. assume that part (ii With hounded disturbances present it is, not

L 1A)H!I% swcl jlradepnmal, known hom to guarantee .- E P[. since C is. generated
St bl (4X ) I s ssrcl r p r a d e p n nily Insidet he adlaptive loop Note that part 0)j only

stale 48) requires that the limed repiessor -.: c P1. rather thanl
(A2) II ,,i stricth positive real (SPR t. i.e. the act ual regressol P as in part Iii I Hom e' i.

Il, s isticlypropcr.exponentiall\ stable, this requLires%' It *,ms~hich is onl\ possible w hen
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andm Johonde outputh Adersnranes Dohnadn-

(Shb) antdn ha'.erer also2) been sumgeste the Gxtho
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.sup;,o-I.. I . .,lablh and ' . I. IIciuc. thole

l.~ h I I \ % 1. 11t11 I %UJlI 111.11

( I .t.,l ri. - r*,' -5'. - . ) ! 3c),, I I - " 1

=(fit, i. :1 1.1 .= 7. .04. 03d)

Undet I co l loduni'u,. if. for ,onc ,
Details on tran,,Ornifin (211 to ) 1 are in Kostul

0 1)sl lh \ I'I I ol I el ad.ptu'. Crior s'istem is ;k)
obt.incd b\I hneirl/at ion ot 1211 about ho tt * and

-Sr

The licancid perturhation response is h
almost identical to the linearized s)stem sludied b'
Rohrs and co-viorkers I l9SI 1. % hich 'was arrilied at (60)
b\ a *linal approach anal.'.,,i. The remaining
nonlinear terms .,% are contained in 1/(). a Pro. The proof isentirelk analogous to the proof
memor~less nonlineaurit ,. and in I. a time-varying" " of he hnearization theorem on p ]',I of Desocr and
linear operator. The characteristics of 1. as ell as Vd ' (19 bL
those of.i, depend on the adaptation gain and the .. ,,ataJ 7 5l Detaus for thi ca.e mas bc
behaxior of the tuned sugnals. e* and .*. For found in Kosnt (19S3).
examplc, %\ith the constant gain algorithm (43). the
linearized perturbation response is

Theorem 2 asserts that the adapti\e system is
it, = 41 + L )- 4+ K * (54a) stable. i.e. bounded inside an i-region. provided that

H L (54b) FEL,-stable and the linearized response is
S= - ,,-L (54c) bounded and sufficiently small. i.e. condition (59).

No claippis arc made about the inechanism that
with prozides FEL,-stahh' and .I. E L, . As mentioned

earlier. these are insured if the map S defined in (57)
KN -K is L, -stable. It is possible. of course. that. j -L", but

F =H*, 0 A*KNI H*'KX (55) IFLf, exceeds the magnitude constraint of (591.
H,, 5 'KN) H*-*'K/ Instability. however, does not follow because

Theorem 2 only provides sufficient conditions.

and'where In order for theorem 2 to be of practical use. it is
necessary to provide stability of S without relying on
passi,,ity of H*,. We %ill illustrate this by using

L= -A, 156a) persistent excitation. Consider the s3 stem

K =(I + LMit)L (56)
.i = -A f '.v + u. x(O DjE R". (61)At ;H* c * ' (56c)

N = ,*H* eH*, (56d)
It is shown in Anderson (19771 that if AER"'.

Since boundedness of ,'.* and stability of A = A'> O. fe PE and HE SPR then (611 is
(Hi. H I are established bt definition of the tuned exponentiall) stable. i.e. there exists constants m.

system. it is not difficult to see that conditions for the -> 0 such that
stability of F and the boundedness of i. are
identical. In fact, this follows ifand only if the system I (r)j < "i'l '(0)l + M ., -..i. " l IdT. (62)
S: (xo. 1V)1-" . described b)

L .; = A,,fi - Atik. .x(0) = .ks. R' (57)
We will apply (621 to provide stabilit) of S as

i stable (Kosul, 1983. Note that the system S is follo~s, The system S can be wrillen as
identical in form to the linearized parameter error
system (l,,. L*,) I-, A, in (54). = -A,, II,,Z '. H A,,' - Q( (63.a I

. . 7."
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po'.i Ie constant%. / a nd tol as defi ned Ii (62 1. 1Then. s aluec plots lot ni t is arotbli: s~ stem. (Do* and
I E L ,-stable and i, E ' if Stein. 19%' 1 . At the present t oni. no siilar

engineering thcors' cxits' for aditptis control

Ill >n d/ k ( desien. El finti t0 establishiti Nsuch a theor% it uAIll
( (64) be ncce'.'.ar\ to resolse some of the open issues

raised herein. Thc possible benefit to adiptix
and control engineering design I,, substantial.

Il. I ( i - i(65) u euii R.L.K. %%a, fi.irliii supported III Air
F., .rcc i Of, o f S ien I Iic Researtch i A F ()S R i ( ontraijct IF 49 t,2(-

direct,-( C R Jt mSUiPPO'TId tl. Nitional Sciecmc
Pr('(lf. Follows diet\b\ application of Small Foundatrion CGrant 1:CS-KI 19312

Gain Theor\ (Zanies. 1966) to (63). Details may' be
found in Kosut (193). R[FERENCIS
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Corollarv 2.1 shosss that persistent excitation is Anderson. B. 1) 0) anti C. R. Johnson. Jr I 9 iia 1Eisponential

one mechanism 'Ahich pro\ ides SE L, -stable. and Aunsr~nia- fuINt. 1 dn 13.tnan oto agrtm
hence. boundedness of i, and stabilit\ of F. Anderon. B D 0. and C. R John~oli. Jr I 19sTh i On reduced
Therefore. if in addition. L is sutfficiently Small (591j order adaplise output error identification and adapuse IR -

the th adptie sste ha a oca stbilty.filterini: JELL 7#,n'i .4i. Cow,irI. AC-27, 927-933.
the th adptie sste ha a oca stbilty.Anderson. B. D 0. and R M. John'rone 098S3) Adaptive
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at low frequencies. loannou and Kokotovic (1983b) GomdAin. (i C.. 1J Rarnadgt and P E Ca ' neslt 9 ti Discrete

also discuss this type of frequency separation in the A(iut~aib ad2ti. 44ntro 4567wi 4~ (f' 1

regressor in the presence of high-frequency para- loannou. 1'. A antd P,. V kokotosiL t I950i Improsernicitit o
sitics. robustness of adaptive schemc oesI. 'c'd,,rK il fit 3rd Whl

MwrA s li ont Apiu alto, ell Adapt ov. Si stents7 iiwwk. J un%
These results still remain incomplete because we I'Yw3. pp t10 153.
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A, 'csp, :" c:r.trol prcnlems pos c halier, n , ,_ : .. :.- : . . ..

e ur.*s w!%;&, re,'ert acvances in adaptive control
Lleirning t,, a',Ie:s. Several example appl ication~s Z~,r 0 rr-r..Sd S e1* __

a ,c ! Jis u sion of aer spac e applications in general. f.D'.t -.Oi..e. A ta, - , .i -

c rra" Idi;h prei:u5 industrial and prooess control ', ' ... ror ,..
p,ot :e-r: ar., illustrate the class of problems of I.S. A : f,, -._;3-.., .
i .tert!. Because of tre stringent performance re- . ,:.
q~irew-r.ts, mechan:zaticn issues strongly Influence
a gvritr- Iesigr.. Tne freedom possible In adaFtive
a'gorth., design is oitlined below with particular
e7praris cn corputat~cnal costs for various algorithms key a .IIt.tolnz fr " 0 S. iclent -. I" * *.r I-

zrd model forms. Ir particular the advantages of the r r. in... ct,
:att~ce form model structure are pointed out below,
w:tn a deescr;pt~on of a new formulation for the appli- sp.:. ktl-.- ie. sC.

3
' d}i rt- I M.ltip5 r.3-... s-:i * ., : .

cation of lattice forr.s to the control problem. lCatre, , ASbeCtS .- t1.t 13,S not . u,ad, .::-
r-e- tro4'. the tCu • :: . .. t ..

Parallel processr.g, while significant for many f.c-.: b..:

aphlcations is not a panacea for the control problem. e"ver ZDDI-
t.-t

Tne poten-ial drawbacks and the resolution of this * 'r.:.: e.

U 7 tps rn! issue are addressed in Section IV. Tne

i'ilcations of the nature of aerospace problems
amenable to adaptive control, and the state of adaptive s-.,1 cot . ;t...,.Ity MM. S bectA ter) h;r 0.- * £t:.2z:, the

:ontrol research suggest a set of capabilities and Proole. AspectS . :fer. honl...ln , trbAnce ,et:AOO Ce l

w .h ch Wil greatly facilitate the design process. S Sd.'. . r., , .,p ,- . 0otroit .S .:,tt *5 ,},,; a

r characteristics of these capabilities and tools and iitr ISeSSlr.ta1 A AA 0tk . ArMS ;r.ri adot., A-

hcw they should be realized In hardware and software *-.:ys,,is,,. ,er &-.e: we.,:,a

ae iscussedj in Section V. Section VI summarizes the hep..i 0. -
.. jor conclisions on the state and potential for adap- _ _ _ _ _ _ _ _

tve control application to aerospace applications. £.., S Are~ency-o..peo S Aeoer~tral:z." 0o- S f-

"a spoots €or4Sr, tr.teS cc=.- awe t¢ dt. cia t.- er.', .: Cr..
trol. X.e, i- iy 7 . . &.J a:.tr

11. AEROSPACE ADAPTIVE CONTROL PROBLEMS 0 530Cr. rilter e Llltjei.:a-
CCMp~r.et~r flh~i.I r;. n~r o S *:cte t

Several aerospace problems with demanding re- * ,,,,, .,, p.. .t -, ,. I. j.

quirements have been addressed recently with adaptive , A'- ,,.:.Ar,,:
control techniques. Examples are: *lCJtiiOf ArOtietS

1. rotorcraft vibration suppre.sion 1, 2) 4r

2. large space structure pointing control [3),
and

ewpirlcal models can be developec t.y grcjr.z

3. aircraft wing/store flutter suppression [i). vibration, wind tunnel, or flient teszs.

Each of these problems have differing characteristics 4) Weight and power constraints put a highe-
wrlch are summarized in Table I below. premium on computational cost, in, contrast

General characteristics present In most aerospace to say a ship autopilot or industrial con-
aipllcations Include: troller,

1) High bandwidths and consequently a high 5) Aerospace mission requirements generally
sampling rate requirement - r.te- of 200 to require more comprehensive prototyping ar.c
?uO hertz are nut uncomnon. testing to reduce full system test tilme ;,n

ensure high operational reliability.
... Hu, t of the problems are multivaratle,

I1. COMPUTATIONAL ASPi(Ts OF ADAPTIVF CONTF.L

?) Often a priori Information, based on physi-
c31 models of the vehicle dynamics are quite Throughout this paper, we will denote trh s.at-
r'ood (certainly better than the typical dimension of the model by n and the number or out;':
rrprv}f.9 9 rcntrr;l - IIu,' 14). Ever wh(fre by p. We will restrict our attentior, t(. th- . -f

I ,, ,. , f 1 ,,t (ylpf, .ft er ,,l equ inju!s anr. i ou ,jtb.

, ,r , . ., ., . , ., ,_.Z. '. ,...J _ _. ., ,,, w~,," " . ' . '. " ,, ' " - --. , " -- , '



. rI t C"' c. r k 1~ ischem. Fi Carl t'f C'urlep-
ly divided in three part!3: 27(IO[ -

(1) Paramter estimatilon (O(n'p) for HLS type 14000

update 0(np) for lattice i
A./

(?) Control design (0(0) for direct adaptive -10bo

control, On'p') for pole-placemert U
I- i 000-

(3) Control update (O(np) for vector ARMAX, 16" 00

0((n-p)') for a state space model). 220,Oo

Tre second step may be trivial for direct adaptive 0 O-
-ontrol. The first two steps are usually corputa- 9 o00
tlionally the most expensive.

Figure 1 below gives the computation Cost Of stt. 3000 -

',) and (2) as a funetion of state dimension of the z
l(ntified model, for a 2-input 2-output systerr using a 0

.- factored covariance upoate and the minimu. variance 0 S 10 15 20 6 O --
r,t-" .s:rtegy fcr tne self-tuning regulator of TATK Orl OF MODEL

Astrorr and Witteniark.
Figure 2. Self-tuning Controller with U-D Update

12000

0- ___0

46 0
blO 0 ,',, a

1n,

S4000 400-"

M oo _00 A.o40
z- /0 - -- -

5 10 is 2O 26 3 1,00

-.gure 1. Self-tuning Regulator with U-D Update 0
6 10 26 20 26 30

STATE DIM. OP MODL"
Assumpt ions:

) 1 flop =i floating point add + I floating point Figure 3. Achievable Parameter Update Rates on a VAX
mult 11/780 Class Machine for 2-input 2-output

- 2 floating point adds Minimum Variance Controller in Single Preci-

sion Arithmetic. Solid Line is ior the
2 The vector ARMAX model has uniform delay-1 from Controller Case and the Broken Line is for

input to output. The observability indices of the Regulator Case
the corresponding state-space model are generic.
i.e., 0 n/p, (See Hannan [5) on generic parame-
terizations). clear that one cannot expect to update para.seters at

the control update rate, at least with a ty !cal 20ZC.
-g;ure 2 below gives the computational cost of Imple- rlop serial machine. Most flight-qualifled machines
,.:r.ting the servomechanism form of a ore-step ahead available today are rated at much lower speeds comparec
-..nlmum variance controller as a function of state to the VAX 11-780. Consequently it Is necessary to
limension. Other assumptions are the same as for consider algorithms that use slower update rates for
-igure 1. parameters, compared to the signal sampling rate. It

One obvious conclusion from these cost estimates Is also necessary to consider parallel hardware for
is that for a machine with floating point speed of adaptive control algorithms.
about 200k flops per second (about that of a VAX 11-780
with floating point hardware for single precision Separation of Update Rates For Parameter Estimation an-
arithmetic according to Dongarra (6)). the update rate Control.
for a 10 state model can not exceed 150 Hz and 70 Hz
for the two cases above. We consider several options for running parameter

Figure 3 below shows the achievable rate for a estimation at a slower rate R/k than the control update
marhine capable of performing 200k flops per second as rate R. We assume that the data is available at a rate
a function of state dimension for a 2-input 2-output corresponding to the control update.
system. By comparison the control update In step (3)
takes only 4n and 6n flops for the regulator and con- (1) Skip every k-1 points of Input output data
troller cases mentioned above, and hence is negligible. and use the kth point for parameter estima-

Typical aerospace applications need control tion. Perform rat, change from the identi-
a;i-t. rje. C. w., '(, H7 ard ? kH z so that it Is fled model tr. the controi update rate mode,

-- -- - , - - - - - - ,



, ,r. tI , n ,. i at tr full ritv. uL rrtnt pardrroter e,tln;f tv.
Wren a wavelronl architecture Is used for im ,,-

.' Per!r In i-1, tit I fIcat ion updat e every kth mtritat ion of the IlttLce update. speed up proport Iorl
I W, , ', OF Of th( m,-0,- 1 Jt t il to the nurl.crb of processors can be achieved, providt-

" . ,, o it r I -i id,,ritiri ct io, delayed least-squares parameter estimates car bt. use,1
, *:,-l, .at, &t th:. sm, r.te. enat,llng direct In the controller.

ForlttrIf.t. to be used. It is straightforward to analyze the serial
hardware case of adaptive control by reference to

The seecond alternative has two advantages over results on the equivalent least-squares. The parallel
-. firs' or,c. The comput. tlon cost of performing architecture algorithm with its attendant delays in the

Inge .if rat., ir avoided, but more importantly the coefficients due to pipelining has not been analyzed
.-st w i~ll result in k fold reduction In the rigorously yet. It appears that If Identiflabillity :f
".i:st ralt. with the consequent aliasing and loss of thp parameters is ensured by model structure sclectic.
n " if' ia : :ty. Analysis of the second alternative and persistency of excitation, then by Invo.ng quas:-
• t e s:t.atIon were identifialility is guaranteed staticonarity of the parameter estimates one could sncw.

:. prz.fer p-rareterizat ion and persistency of excita- stability and convergence.

car bt Cone real ly. Corver eric, of the para-
ars car. te estatlished (pru iceo tne SPR condition

"or trne ser.tor cond:tlon, see Kosut [8]. is met) by TABLE II. ADAPTIVE CONTROL AL5ORITHM USING LATTICE
sn'ple mcdificacion of the standard proofs in Goodwin FORM:

a, S"in [9,. Analysis of the first alternative has not

-been done yet. True System: A(q-')y t B(q-')u * t Vector
(ARMAX)

IV. PARALLE. ARCHITECTURES FOR ADAPTIVE CONTROL Identification Model:

:t is possible to increase the update rate for Main lattice uses past values of

a:den.tication by using parallel architectures and/or x ut
ifferer.t algorithms. In particular the lattice forms t Yt

algort!rs can provide very fast parameter update rates Yreft. I
for high order systems.Recently Jover and Kailath [10L
nave shown, that measurement update can be implemented Joint lattice predicts Yt+ 1 1xt

,

ir, a parallel pipellned form.

Lattice Wavefront Architecture Identification Method

r Toe basic lattice form algorithm simply Involves The lattice coefficients O nInimize

ar efficient mechanism for obtaining the least-squares
eztimates of a linear-in-parameter model. N

The identification update uses the model L yt - y It_, tl)' )(N-t). It 0 for t
Yt-, " Gt-'

<0
yt1 t t

Prewindowed form, multichannel, cellular.
arL tre itast squares upgate simply produces the para-

p 1 ( ) iop
meter C. such that 1y y is minimized. Control Computations:

NN t
The steps required for t' lattice algorithm are a Truncate the model order if indicated by low
aes:ribed in Table II. The main advantages of the residuals power.
lattice form parameter update are * Find the linear affine map u I- Y,4

"'- ~for the lattice filter wit.h the identified of~"

(1) O(np) computation cost. However, for low. the attin u such tht ye t

parameter dimensions (n<16), U-D is still t t1 ref * This

more cost effective. is simply linear solution of p equations I p
unknowns.

(2) Simultaneous lower order model identifica- ."
tion. -

This alg£rIthm of' (1) finding a linear least

(3) Increase In model order (2p states per timr- Squares estimate in L linear regressior. model and (2;
point) 1s straightforward. then computing the control to make the prediction based

on the current parameter estimates equal to some known
'
4 c Suitable for modular wavefront array pro- value, lies at the heart of a large number of "success-

cessing architectures (Lev-Ari [11)). ful" adaptive control algorlthms. The same basic
algorithm is also used for recursive prediction

(5) It is possible to perform most computations algorithms.

in fixed point arithmetic. Convergence and stability analysis of these

algorithms has been done extensively [13-17. Many

Lattice form algorithms have for some time not practical applications have also been reported for this-,o. n considered appropriate for adaptive control class of alglorithms. It is known that this class of

• -use of the perceived need to convert the lattice algorithm requitesq StTIct Positive Real (SPR) condi-

-m structure to the ARMAX structure so that the tion, i.e., CC (q ) -j) has to be SPR for conver-
farillar controller design techniques could be used. gence.

- However, direct adaptive control laws such as the To obtain the lattice form algorithm, an earlier
rir.i ,jr variance type control can be Implemented attempt by Friedlander [18] Involved a joint process

enetly with the lattice form model (Shah [12)). The estimation of the ARMAX system. The joint estimation

, u. trial Input!. ut in the fixed form Involved the feedback part of the system and the
'.1',, t" tt I ' ,red itlir, mw f. p,'r, lrat tif. implementation reqaIr'tJ r,,njut ln th- polyrotrial coct-

pre t .m I .-

. . . . . . . . . . . . . . . . . . . . . . .. . . . . . ... . . -....



it . .a~i nfri~i ttc ir~cri AIII. S. AiIAI'l IU f(INIHIII MI 1LIA1 it't

.1 Ii tti fF t Nm o L'. unvtrgt'r., t 1HOCLsS AND' TWkI S
- 1 ~ :15 (t.' I o r jivr t,rmo-M arid th"t numerical, burden .,..

irI 0(ni

0i- :'V 1dtrf~ M~. irnjreT,~ nt Up;tf- 0 1.,' , .- a

* Trht- ma.in dlsadvanta?, oft the liitt Ice foirm
* JI~ritIIT is that is I t computatilonal ly costly to

r- riMvert bitt Ice. form mo'dels to their polyeiotriii r orm.i. fe o6. at IuI- t.' orJ- en:
i!, very hard to convert any a priori Informat ion. .tilei, 0C"-'Oe, ''

w!. -zh iS s gritru I Iy in the stat-pace torn., to0 the I n-i fiI'a, 1?1'j19.e 44-4

tt i ce orn, I'..r
Trif U-1' fact urfti rasure7,-nt upddite Ka r:-,ri fi11 ter

S.... t t t-, t P, !fl en, j 6 or 1 ricorp-)rit I ins ?r '
cr1 i t~r~ ion I r tre 5'a te- 5pjie form.. -'uver Aa 0.IttZ

-. t'~ r..,r-~p-t ur.~,- ~itLj, witt ?r-4 prric.-1 j..'r' '~l , C'-

5,., s eacri performing one floating point 3ddition one .

-,:atin point multiply and daita transfer to and from orer

its neighbors In T units. can process a new p dimen- I_________samne
s.-n~al measurement every p(n.1)T units. (n Is the data
E 3te ,irrensilon for the Kalman filter). The input- Irln it.,t 50e'.t e6grrrn HIP'. liltdi' roe:-1,' struct
c..tput delay between new~ measurements and the corres- on protolype hercoi~are c,,IroI he, a,,eiro
pC5.ding new state estimates Is (2n+6)T units. te e~ior of .m(iq userc in

For the adaptive control algorithms the state irruleio. se

estimates represent the parameter estimates and conse-
,ently only delayed parameter estimates are available

f--r ccntrol computations. Computation of the sensi- tignitets
y 0 I nt at(.* eaa

* t..ity matrix .n irn the Extended Kalman Filter Formula- , J4-
n.r applied to state-space models (Liung [19]) can be
.eycostly. Generally only local convergence results

:an be established in such cases.

V. TOOLS FOR M~rCIA!;:ZA7ION OF ADAPTIVE CONTROL

Proper tools can expedite mechanizations offi<
=:3;tive control algorithms tremendously. A represen-
---.ive toolkit for various phases of adaptive control

7.~:5,~izatonis describec here. Table 3 below sum-
.,arizes these tools and how they are used.

Sucr a simulai.Aor, and analysis toolkit is being -

developed in MATRIX x/Systeff._Build. This toolkit
* nvolves two distinct environments -- an analysis and

sir.ulatlon engtronment and a real-time Implementation
* env.4ronment. Both environments share the same model
* definition data structure. The top three blocks in

-- _:e 3 relate to analysis/simulation, while the bottom -Editing sys (Continuous) Paste "ufer Ent
*..iiz. are referring to real-time adaptive control.

Figures 4i.a - 4i.c below show an example adap-
lively controlled system specified In graphical block Figure 41.a. System Build Block Diagram cT An. Adap-

igrarr form. Simulations of the candidate algorithm tively Controlled Plant. (The Plant is

p errormed before transferring the control structure Represented by s-domain pole-7160 pairs.

*a real-time processor. The Discrete-time Adaptive Control along
with the Samplers and ZOM are Implemented
In the SUPLRELOCK ADAPT or. the right.)

VI. CON17.U.'ING REMARKS

The bandwidth, syste. order, MIMO nature, and
".n non-minimum phase characteristics of aerospace
... performance, applications make them an excellent
r,lus to a much more complete working theory of

... ptive control. What will speed the Implementation
rx adaptive control laws In such an environment Is a
set of tor. ?-r jntseractive specification of the adap-
tive- corntrr sirlm..lun and analysis of' their
pl rrormanc. ir.d eff icien~t transfer of the control law
to, a rpal-t imi
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APPENDIX C

NONLINEAR CONTROL DESIGN BY GAIN SCHEDULING

Since aircraft systems are predominantly nonlinear, it is necessary to

be precisp about normally accepted notions used for iinear systems su-h ns:

measures of signal magnitude (norms), gain, stability, etc. The relevant

mathematics and notation which we will use throughou , can be found in

[Dcs.1], [Vid 1].

2.1 INTRODUCTION

A highly successful approach to flight control design is gain

scheduling. In fact, this approach can be applied to any nonlinear control

problem A typical gain scheduled control system is shown in Fig 2-1,

where P:Lm -> Lm is the plant (aircraft) d E Lm is an outpute e
disturbance and C:L m  

-> L e s the gain scheduled controller, whose
e e

gains are scheduled as I function of the actual trajectories (u,y). Note

that C maps output error signals y:= y y into control error signals U

U - U.

The first step in obtaining C is to design a collection of linear

controllers based on linear models, each corresponding to a particular

reference trajectory (u y) or flight/power condition in the flight regime.

Thus., the resulting controller gains are a function of the reference

flight/power condition (u,y) at that point. The control gains are then

'scheduled' as functions of the actual flight/power condition (u,y) to

achieve a :continuous nonlinear control throughout the operating envelope.

Each reference u. y.) generates a linea- perturbation model, denoted
1 1

by PL.* Ths model can be obtained is a first order pe 'turbation of PNL
1

i.e.,

" NL(ui-u )  PNLu PL u + '11u 2 ) (2.2)
1

Repeating for k selected flight, conditions (u. Y. ' i = 1, .... k

yields a corresponding collection of linear models [P .... P In the
L I "'L k.I h

case when (ui y. is an equilibrium then u. and yi are constants and

.~~~~~~~~~~~~~~~ ~~~~~~.. .. .. .........- : .:,...... .- .,,.... ... ,.p.:.....:,:... -:-...:.- ,.,,--.



P L is LTI. When (ui,Y i ) s a dynamic trajectory, then P is LTV
1 1

(linear time varying). Usually only equilibria are selected, however, to

fully -ccount for the behavior of high performance aircraft, t -s necessary

to consider dynamic references as well as equilibrium references.

Having determined a collection of linear models {P .,P
L1 -Lk

corresponding to the k-nominal trajectories {(u1 ,y1 ),...,(Ukyk)), any

number of design techniques can be used to determine a set of linear

controllers {CL ,...,CLk1. The ith linear controller CL. is indirectly a.

function of the ith trajectory (ui yi). Connecting th's collection of

controllers as a function of the actual (u y) is gain scheduling.' The

resulting controller C is nonlinear. The same scheduling procedure can be

used to conncct the collection of linear models. as shown in Fig 2-2. The

resulting nonlinear model is often referred to as a 'simplified nonlinear

model,' denoted by PSNL"

. . .
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Figure 2-1. Gain-Scheduled Control System
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Figure 2-2. Gain Scheduling Design Procedure



Limitations in Theory

A fundamental issue in the gain scheduling procedure is that there is

no theoretical justification that the resulting nonlinear (gain scheduled)

control will provide acceptable performance while the vehicle is in transit

from one flight/power condition to another. The difficulty lies in the fact

that the linear models are only known to be valid at specific conditions,

and no analysis has been done to evaluate the effect of modeling error.

Thus, in the evaluation phase (Fig. 2-2), if performance is not acceptable

then it is not well understood how to modify the design.

In Section 2-4 we precisely define conditions under which the gain-

scheduled contro'ler will work throughout the flight envelope despite (not

necessarily small) modeling error (see Theorem 1). A key element in this

result is the quanification of modeling error, which is discussed in the

next section.

2 2 MODEL ERROR

The effectiveness of the linear model P in the neighborhood of the
L.

ith reference u. y. ) can be evaluated from the test set-up shown in Fig1 1

2-3.

+j ,

ui

Figure 2-3. Model Error Test Set-Up

................................... .-...... ......... . ..-. -. ,.. ....... ... ." '



The model error test signal is defind as.

vmi:= P(ui+u) -P U P u (2.3)
ma i NLi L

Even when u = 0 there is an inherent model error bias,

b - IIvmill = II(P-P L)uillp (2. 4)

u 0

The bias error is principally due to unmodeled dynamics. When u 4 0, hr

model error will be larger. Since we ultimately seek a means to assure that

perturbations (y.'Ui) U emain in n bounded neighborhood of the reference,

it is logical to construct a local model error test We introduce the

following definitions of local gain.

m -_m
Definition: An operator 0L -- >L has finite local gain if V W E L

pe pe p
stable and Vb > 0, c > 0 such that:

Hull E => 1JGu~lJ _IWull + b (2 5)
p p p

An operator G has finite local incremental gain if V W c L -stable E

> 0 such that:

11u,-u 2 11p < t .> tu.1-Gu II p  IW(U u)I (2 6)

p"1 2p1

It is convenient to introduce the nonlinear model error operator

A .Lm -> Lm defined implicitly by,
Ami : pe pe'

•Vm. := Am i  (2.7) .

mi mi.,i

. . . * . * *
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Let Armi have finite local gain Wmi with bias bmi, and finite local

incremental gain Wm.. Although the bias bmi can be directly calculated

(2.4) it is not trivial to find a corresponding (E, W mi) and (E,Wmi

For example. consider LTI local gains (W m,W .) with transfer
ma, ma

functions W mi(s), W mi(s). Le.t the norm be the L 2-norm This is

convenient since the L2-norm is connected to the frequency domain via

Parseval's Theorem, i.e.,

11- 112 -( Ix(t)12dt 1 2 x(j )122dw (2.8)

0 -CO

It is a simple matter to select a sinusoidal perturbation u of frequency

w such that 2 Yi2 = E. Thus, Wmi can have any transfer function

W . (s) whose norm is found from the RMS test,
ma .

IWmi(Jw)I 7RMS(v mi)-b mi/RMS(yi) (2.9'

Similarly, for two inputs u1  and u2, we can find a bound on the

incremental gain transfer function W .(s).
m"

Figure 2-4 shows modeling error vs. frequency for the linear model PL

associated with flight condition (u1 Yl " Figure 2-5 shows the modeling

error vs. frequency for flight condition (u2 ,Y2 ). Note the increased

modeling error when using the model P for a different flight condition.

Also, the error in Figs. 7-5 and 2-6 remains substantially unaffected for

frequencies above m where the linear model is not valid

.....................m................................

................................................
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Figure 2-4. Model Error vs. Frequency

These tests can be repeated for each of the selectrd flight conditions to

yield error curves like Fig. 2-4. Although these curves are readily

obtainable from available test data, in practice they never are obtained,

because it is not clear how to use them. The IMAC procedure, however, will

exploit this data.

Limitations

Although this procedure works for LTI systems (see, e.g., [Kos.1]) it

doe. not hold for NL systems, since sums of sinusoids at the input do not

produce the same frequencies at the output. In other words, we do not know

how to span the input/output space of an arbitrary nonlinear system. This

is an area for further basic research.

Control Gain Error

The preceding discussion about model error can be repeated exactly for

control gain error, defined as:

V g i := Cu- C L. u (2. 10)
1

where C is the gain scheduled controller and CL is the linear

nI

.................. !....
.. . . . . ..-. . ..o
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controller corresponding to the ith reference (uiY.). The *est set-up is
shown in Fig. 2-5. By analogy with (2.7) introduce the nonlinear gain

error operator A gi Lm > L'pe defined implicitly bype I '.

v : -A .u (2.11)

Let A gi have finite local gain W gi (with zero bias) and finite

incremental gain Wgi

2.3 THEORETICAL BASIS FOR IMAC

The theoretical foundation for our !MAC methodology is to

quantitatively assess the impact of model error and gain error on control

objectives. Using the definitions of model error (2.7) and gain error.

(2.11), the gain-scheduled system (Fig. 2-4) can be put in the form shown in

Fig. 2-6 where

e = eL Gv .

(2 12)

V = AC"

CL

Figure 2 5. Gain Error Test



aA
UI

Figure 2-6. Equivalent Gain-Scheduled System

Results on stability and performance robustness are contained in Theorem 1,

below.

Theorem 1:

Consider the system of Fig. 2-6, as described by (2 12). Assume that:

(Al) eL E Lm

p
o(A2) C c L -stable (G is also linear)

(A3) A has finite local gain, i.e , V W c L stable and Yb > 0,

c > 0 such that:

lell pS => IIA lp < tIWell + b

(A4) A has finite local incremental gain, i.e., V W c L stable,
E > 0 such that:

I le1-%. 1 Ip E = - >  Ij I -Aete,I Ip _ -_ < II (e1- e,)llp

Under these conditions, the system is (locally) Lp -stable if:Pp

(i) Y (WG) < 1
p

(ii) Ile llp < E <

(iii) Ilell < E + p (G)[1-Y p(WG)]- 1 [Y(W)_E + b] < E

p.,p

L-



Proof:

Application of the Linearization Theorem of rDes.1].

General Remarks

Assumptions (Al) and (A2) assert that the closed-loop perturbation

(local) system is stable. This, of course, is established by the local

design procedure

The remarkable aspect of Theorem I is that conditions (i) - (iii),

which guarantee stability and performance, only involve linear operators,

despite the fact that the actual system (Fig. 2-4) is nonlinear. The

effects of the actual nonlinear system appear implicitly in the local

gains/bias (W, W,b). Conditions fi) - (iii) must be repeated along the

significant equilibrium and dynamic references in the flight envelope.

Stability Robustness

Condition i) is a generalization of the usual stability robustness

test (see, e.g., [Doy.1], [Saf.1], [Kos.1]) but includes LTV systems as well

as LTI systems.

Performance Robustness

Conditions (ii) (iii) must be satisfied to guarantee that

I1 1- < E, i.e., given model error (W, W) and performance tolerance E,
then it remains to select C such that (ii) - (iii) is satisfied. These

L
conditions provide the means to quantitatively modify unacceptable

performance (see flowchart in Fig. 2-5).

In the case where the actual system is LTI (P'PNL c G), all the gain

operators 'Y (.) in (i) - (iii) can be replaced with the matrix norm
p

and i) - (iii) become frequency dependent (see, e.g., [Kos 1] for details).

This property is lost for the nonlinear problem at hand.

e~ie_



Selection of Norm Measure

The L2 norm, which is useful in model error analysis and stability

robustness, does not give a complete performance measure. For example,

Iieii2.~ < a does not preclude le(t)l >> a for some t E [0,w). However,

lie!l? < 8 together with lell < a gives a more complete performance

evaluation. Conditions (i) (iii) can be used with the L norm but this
c']

impacts the model error (or gain error) test procedure, and opens an area

for basic research in model error testing

2.4 MODEL ERROR ALLOCATION

Theorem 1 provides the means to examine the model error allocation

problem: given performance bounds (E, E) find allowable model error (W,

W b). This is a difficult and important problem, since the solution allows

for approximate model building and evaluation at an early stage of design.

Consider the simple case where local gain and local incremental gain

are approximately identical, i.e.,

Wr W (2.10)

For sufficiently small (E,E) it is possible that W is close to W.

However, even under these simple conditions we cannot isolate W in (2.14)

I" without introducing undue conservatism. Specifically, although

Y (WG) < Y (W)y (G) (2.11)
p -p p

it is possible that Y p(WG) << Y p(W)Y p(G), ergo, significant conservatism.

Even so, (2.10), (2.11), together with (2.14) give,

Y W) Y (W) < p b < 1 (2.12)
p p -E (G)

I,

.



Although (2.12) is only 'n approximate fpossibly highly conservative)

solution to model error allocation, we propose to investigate conditions

under which it is appropriate. This will provide a useful first step in the

study. In particular, we will also consider simple types of nonl-inear

systems, such as PNL of (2.9) which has a single slope restricted

memoryless nonlinearity. After studying that simple form we will examine

more complicated cases involving interconnections of slope restricted

memoryless nonlinearities.

51
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